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Transcrigao da apresentagio

Bom dia, nés vamos conversar hoje sobre Text Mining. Essa é uma disciplina que eu
ministro 12 na Universidade Federal de Santa Catarina no curso de Ciéncia da Informacio, entao
tentei fazer um apanhado de maneira geral o tema, um campo muito amplo e vasto entio na
verdade nao terfamos tempo de entrar nos detalhes, de cada um dos processos e de cada uma das
etapas que ocorrem em um Text Mining.

Eu vou tentar fazer de maneira geral um overview e a ideia aqui é que vocés saiam
sabendo do que se trata, ¢ ai a gente pode depois desenvolver isso mais pra frente pra quem tiver
interesse a gente pode conversar alguma coisa e tentar aprofundar ou detalhar alguma coisa que
tenha passado.

Essa aqui ¢ a agenda da apresentagao, eu comegar primeira uma introdugao, um preambulo,
depois a gente vai dar uma olhada geral no que é o Text Mining, vou apresentar para vocés as
etapas de mineracao, alguns exemplos e falar no final sobre desafios e oportunidades.

Vamos comegar falando de cinema, vocés gostam de cinemar Ja viram esse filme, Contato
de Risco? a principio tem tudo para ser um grande filme, lancado em 2003, titulo original Gili,
titulo no Brasil ficou Contato de Risco, género comédia romantica, vejam sé que o elenco é um
grande elenco, Ben Affleck, Jennifer Lopez, Christopher Walken, Al Pacino. Por que esse filme ¢é
tao emblematico? Ele acabou criando um antes e depois, muito simples.

Porque ele custou 75 milhoes de ddlares e arrecadou 7,2 milhdes de doélares, um grande
prejuizo apesar de todo aquele elenco. Entao isso aqui acendeu uma luz vermelha em Hollywood,
o filme ganhou 6 prémios no Grammy de Ouro: pior filme, pior diretor, pior ator, pior atriz, pior
roteiro, etc. Ai além disse foi nomeado em algumas outras categorias: pior ator e atriz
coadjuvante, e para finalizar ganhou o prémio de pior comédia dos ultimos 25 anos do Grammy.

O filme foi de fato um marco. Entio isso acende uma luz amarela nos produtores de
Hollywood, nos criadores de roteiro no sentido sera que a gente nao consegue prever O sUCESSO
do filme? Serd que a gente tem como saber se o roteiro é certo nao, se seria adequado ou nao?
Além disso, serda que eu poderia estar extrair entdo a informacao, extrair inteligéncia de maneira a
nao jogar dinheiro numa obra que nao vai dar retorno? Por exemplo, os orcamentos podem ser
baseado nas possibilidades de sucesso? O que uma obra, enfim, pre diz.

E af ¢ interessante falar do caso Epagogix. A Epagogix é uma empresa britanica, que foi
fundada em 2003, ela utiliza softwares analiticos baseados em redes neurais, e ela faz uma coisa
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muito interessante, ela avalia o grau sucesso dos roteiros e das tramas criadas pelos escritores,
pelos criadores de roteiro.

Entiao ela comegou trabalhando com filmes e programas de TV, na Inglaterra, no Reino
Unido, logo no inicio, veja que interessante foi em 2003 que foi o mesmo ano de langamento do
filme. Sao dois eventos que se conectam mas que a principio nao tinham nenhuma conexao.

Entao a Epagomix estabeleceu uma parceria com érgaos proprios da Europa no sentido de
avaliar 16 programas piloto de televisao, eles queriam levar os programas para o mercado
americano e como a gente sabe o publico americano tem outro perfil. Portanto o roteiro que vai
para os Estados Unidos ele precisa ser diferente do roteiro que ¢ feito para Europa.

Vejam que interessante, para 13 programas a taxa de audiéncia calculada ficou dentro da
margem de erro de dois pontos percentuais das taxas de audiéncias reais medidas quando o
programa foi ao ar. E desses 13 programas, 6 programas ficaram dentro da margem de erro e
0,06.

Os caras pensaram, pera ai, a gente tem aqui uma coisa muito interessante, a gente consegue
a partir da analise do script, identificar a quantidade de audiéncia do programa e, obviamente, isso
vira um modelo de negdcio onde vocé pode direcionar or¢amento e procurar investidores.

Na verdade a Epagomix foi a primeira de uma série de empresas e ela foi o estopim daquilo
que se costumou chamar em inglés de Analise de Scripts. Hoje existem diversas opgdes e uma das
mais conhecidas ¢ o Script Book que cobra 100 délares por cada piloto que vocé faz de um
roteiro inglés.

Cada um de ndés que podemos escrever um roteiro tentando ganhar um dinheiro em
Hollywood faz o upload no Script Book para tentar avaliar este roteiro. Entao eu trouxe dois
screenshots do dashboard do Script Book, onde sio feitas analises do tipo do filme, do género,
da categorizacao do filme como a variedade a partir de critérios norte-americanos, a estimativa de
audiéncia mais ou menos, ela faz tipo uma tag cloud aqui na sinopse do filme.

Além disso sdo feitas algumas avaliagdes dos personagens com relacao a diversas facetas, as
diversas caracteristicas como raiva, tédio, felicidade, amor, e ai sim vocé consegue avaliar pelos
scripts a quantidade de cada uma dessas caracteristicas presentes no personagem da sinopse.

No Script Book ¢ possivel analisar a probabilidade de sucesso de um filme, por meio dessa
analise de sentimentos e dessa analise da historia. Como é que os caras fizeram isso?

Tem um modelo de Machine Learning, eles pegaram um dataset composto por todos os
filmes exibidos em cinema nos EUA desde 1970, foi por puro reconhecimento de padrao, se
pegou os filmes de sucesso e cruzou com os filmes com sucesso de bilheteria.

Os filmes de maior sucesso foram usados entao como um sistema de treinamento, € a partir
daf cada novo script que é submetido ao site é comparado com esse sistema de treinamento e é
entdo submetido a um modelo de classificagao feito para prever o grau de sucesso que esse filme
pode ter.

Como nem tudo sio flores, esse ¢ um site bastante criticado principalmente pelos autores
que se sentem pouco, digamos, no terraco de uma maquina, os caras tém reviews bastante
curiosos sendo interessante a gente procurar, os caras dizendo que a histéria é a capacidade

criativa, mas enfim... Sem entrar no mérito o fato é que isso existe ¢ ja esta sendo utilizado.
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Em publicacées cientificas, esses dois carinhas aqui eram estudantes do MIT em 2005, no
Departamento de Sistemas Cibernéticos e Informatica. Mulecada nova, comegou a desenvolver
programas e eles fizeram alguns artigos cientificos, como esse daqui que é muito interessante,
propondo uma metodologia. E um artigo bem interessante, bem estruturado, ele trabalha um
pouco a questao dos relégios de Lamport, a cadeia de Markov, sao alguns os matematicos.

O que ha de tao interessante sobre este artigo? Ele é mentira, é fake.

Os trés estudantes descobriram uma maneira de criar um gerador automatico de artigos
cientificos para a Ciéncia da Computacao. Eles nao param por ai. Submeteram o artigo a um
evento cientifico e o artigo foi aceito neste evento aqui, e alguns dias antes do evento eles vieram
e confessaram tudo por uma Rede Social e disseram “ah pessoal era tudo uma brincadeira, o
nosso artigo nao ¢ de verdade.

Isso gerou um grande zunzunzum, eles disseram que haviam criado um gerador automatico
de ciberespago da Ciéncia da Computagio, entaio vocé coloca o nome dos autores, alguma
proposta de tépico e a partir dai um software gera automaticamente o paper e a prova de fogo foi
justamente porque aquilo passou num sistema de avaliagdo por pares, de uma conferéncia bem-
conceituada.

A I3E patrocinava o evento e retirou o patrocinio no mesmo ano, a empresa nao gostou e
comegou a analisar entdo o software que foi a publico. S6 entre 2008 e 2013 de mais de 120
prémios criados com software foram detectados pela I3E. Isso comegou de uma forma a se
tornar tio frequiente que dai que surgiu o software que detectava papers criados assim.

Entdo a Springer, que é aquela editora, se juntou a universidade de Grenoble, na Franca, e
junto eles criaram um cyber detect, que ¢ um detector de artigos gerados com o software.

Coloquei aqui mais alguns exemplos de geradores de texto, mas existem aos montes, como
um classico gerador de lero-lero né, usados para engrossar TCCs, Teses e Dissertagoes.

Mas o que esta por tras entdo desses dois processos, desses dois cenarios, tanto de cinema
quanto da publicacdo cientifica? Simples, a detec¢ao de padroes, a analise textual profunda e
muito forte procurando buscar padroes e a partir desses padroes aplicar uma analise para extrair
uma parte da inteligéncia, para extrair conhecimento.

Tanto o Script Book quanto a Epagomix fazem analise de roteiros de cinema. O Script Book
tem um dataset monstruoso, com todos os filmes americanos. A Epagomix utilizava um outro
método, que ¢ preciso abrir um parenteses aqui.

Desde os anos 70 nos Estados Unidos, roteiristas de hollywood sabem que existe uma
estrutura nos filmes, entdo foi escrito um livro chamado A Jornada do Herdi, por um estudioso
do folclore, enfim, e escreveu esse livro dizendo o seguinte: a humanidade sempre conta a mesma
histéria, todas as nossas historias sio fazendas de uma mesma historia, e ele faz um paralelo com
personagens da histéria, Buda, Jesus Cristo, Confuicio, depois ele vem para personagem mais
modernos. E os roteiristas de Hollywood entenderam um pouco isso, e o que se diz é que todos
os filmes fizeram sucesso nos ultimos 40 e 50 anos, eles seguem de alguma forma essa estrutura.

Cada sinopse teria 3 atos. O primeiro ato duraria 25% do filme, com a apresentagao dos

personagens, o personagem sendo uma pessoa comum e vivendo um dia-a-dia banal.
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Na pagina dois do script é interessante tem um fato, uma revolugdo que leva para o ato 2,
que pode ser uma coisa traumatica ou uma coisa excepcional, se for filme de agdo e aventura
pode ser um momento na estrada que gera entao para o heréi uma busca por algo que quase
espiritual, segundo alguns critérios.

Eu to detalhando todo o ato 2, o antagonista do filme seria uma serial que confrontaria o
heréi pessoalmente, e teria que superar essa meta se pode chegar um grau superior, e esse ato 2 se
encerraria com isso.

Entiao o nosso herdi vencendo seguiria para o ato 3 que seria trazer esses NOvVos aportes que
ele absolveu nesta sua jornada para aquela sua vida mediocre 1a no inicio. Entdo ele voltaria para
aquela vida com esses novos aportes. Entao esse ¢ a Jornada do Herdi, e o autor do Script Book
trabalhou em cima disso. Independentemente da metodologia que se usa, o fato é que as sinopses
de filme hoje estao sendo avaliados por ferramentas e veio para ficar.

Quanto a analise de produg¢oes cientificas, a deteccao de padroes também esta sendo
utilizado. Na pratica a gente precisa disso porque humanamente é impossivel vocés vao avaliar
devido ao tamanho e a quantidade de documentos e texto. Basicamente o que a gente tem por
tras é o Text Mining permeando o fundamento desses cenarios.

Minerag¢ao de texto, também chamado por alguns autores de mineragao de dados, pessoais, a
gente encontra isso também. E uma busca por padrdes em textos digitais com linguagem natural,
uma definicao bem sucinta e objetiva

O texto ¢ de linguagem natural, que ¢ a mais importante fonte de informagao, tem um
relatorio interessante de 2011 que estimava que mais de 90% dos dados existentes hoje sao dados
textuais, sio dados nao estruturados. Entio vejam agora, vamos pensar um pouco nos nossos
sistemas de trabalho com dados estruturados, como banco de dados, os metadados, seria apenas
10%, a gente esta na ponta do iceberg.

Entio a gente tem ainda 90% de dados que de forma nenhuma estio organizados. Mas, nem
por isso, deixam de ser tdo ou mais importante quanto os dados que estao estruturados.

Os dados textuais estdo em sua maioria na forma nao estruturados, uma sintatica que nao ¢é
confiavel, justamente porque eu nao tenho nenhum tipo de regra como um sistema de
informacao.

Desde os anos 50 e 70 fazer um tradutor entre o Inglés e o Russo, por exemplo. Porque a
gente nunca conseguiu isso 100%? Porque trabalhar com texto é uma coisa bastante complexa,
tem diversas nuangas e caracteristicas que sdo muito peculiares apesar da grande evolugiao dos
ultimos tempos, como o Google Translator que esta ai pra ndo me deixar mentir, mas, ainda
assim, a gente precisa ir 1 no Translator e fazer ajustes, retirar redundancia, e ajustar o contexto.

Text Mining ou Data Mining? Essa é uma duvida que muita gente possui, ah mas isso af de
minerar texto nao é a mesma coisa de minerar dados? Sim e nao.

E 6bvio que nés temos hoje um ambiente com abundancia de dados, sé para citar algumas
coisas, tudo que ¢é informagdo digital, ela ¢ um dado obviamente. Entdo imagine quantas
transacoes eletronicas sio efetuadas por dia e por hora, todos os dados que estio na nuvem,

todos os dados que estao em empresas, que estdo universidades ou institutos de pesquisa, toda a
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parte de internet das coisas e computagao pervasiva, é cada vez mais dispositivos e sensores
gerando dados, Machine Learning, etc.

E 6bvio que a gente estd num ambiente de abundancia de dados, o pessoal coloca Data
Mining nos textos, a gente encontra uma frase que é muito interessante principalmente nos
Estados Unidos que dizia o seguinte: mostre-me dados que eu apresentarei padroes.

Minera¢ao de dados ela tem alguns pré-requisitos no entanto, quais sao? Os datasets
precisam ser muito bem estruturados e organizados. Em toda a fase de preparacio de um Data
Mining ela é importantissima, senao os resultados que obtemos nao vao ser corretos, imprecisos.
Eu preciso ter formatos muito bem definidos, ou seja, o processo prévio de prepara¢do tem peso
importante, entao ou os dados ja estdo organizados para serem minerados ou a gente vai ter que
fazer isso na mao.

Se a gente pudesse contextualizar as duas defini¢des dos conceitos, apresentaria dessa forma
aqui, a gente tem os dados nao estruturados sendo estruturados.

O Data Mining, pessoal, ocorre em bancos de dados estruturados, SQL, Oracle, DB2, existe
um formato, um padrao formal a ser seguido, esse dado ja esta organizado.

Mas a gente tem também os dados nao estruturados, que ¢ texto em linguagem natural, que é
um post no Facebook ou no Twitter, que é a frase no WhatsApp que a gente escreve sem se
preocupar com vocabulario controlado, tesauro ou ontologia, a gente escreve errado, com girias,
com pontuagao incorreta, enfim...

E a gente tem uma camada cinzenta aqui entre esses dois, que eu chamaria de dados semi-
estruturados, que sao quase nao-estruturados, que seriam por seriam, por exemplo, arquivos em
XML de um sistema proprietario.

Hoje, os metadados e as tags foram definidas para funcionar assim. Ele é estruturado, mas ¢é
semi-estruturado, porque dependendo do sistema com o qual eu va processar aquelas dados ele
vai entender ou nao.

Entao Text Mining abrange essas duas camadas, dos dados estruturados e dos dados semi-
estruturados.

Mas o que ¢é interessante é o seguinte, na verdade elas interconectam no sentido de que
mesmo trabalhando com dados nao estruturados, muitas vezes no Text Mining o objetivo ¢
chegar aqui, muitas vezes quando comego analisar texto o que eu quero na verdade é chegar a um
modelo de dados estruturados, pode ser que a pura andlise, a pura varredura do texto tal como
estdo, me permita extrair os ensaios que eu busco. Caso contrario, eu vou ter que fazer essa
transicao, entao essa transicao do dado nao estruturados para os dados estruturados nada mais é
que organizar, preparar ¢ harmonizar esses dados, higienizar enfim, existem outras palavras que
se usam para que eu cheguei nesses dados aqui.

Se a gente pudesse, digamos, subir uma cama nesse overview, eu posso se contentar com a
Ciencia de Dados, ela vai abarcar todos os dados, vai abarcar Text Mining, vai abarcar o Data
Mining.

A transformacido desse texto cru ou texto bruto em numeros, porque na verdade esse
processo aqui ele acaba de certa forma transformando o que é texto em numeros, porque eu

posso nao ter chegado a uma estrutura em comum mas eu posso aplicar modelos matematicos, af
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eu consigo trabalhar algum tipo de Machine Learning, porque ai tem numeros e eu consigo
processar matematicamente, enquanto € s6 texto eu nao consigo.

Na verdade essa transformacao do texto cru envolve uma série de outras coisas. Eu posso
tirar uma série de coisas, medicao, enfim... De uma maneira geral essa seria a idéia dos Text
Mining.

Esse processo de transformar o texto em numeros, a raiz do processo da-se o nome de
vetorizagao, eu vou vetorizar esse texto, vou transformar isso em um vetor matematico, Isso aqui
¢ um assunto muito vasto, isso aqui a gente trabalha em muitas aulas 14 na UFSC mas eu vou
tentar pincelar aqui de uma maneira bem sucinta do que significa sem entrar muitos em detalhes
técnicos.

E importante falar do modelo SAC of Words, ou modelo SAC de palavras. Esse é o modelo
que esta por tras da minha mineracdo de texto. Esse modelo compreende a freqiiéncia das
palavras distintas existentes nos documentos. Entio na verdade vocé vai pegar um conjunto de
dados no qual cada elemento desse conjunto ¢é a frequiiéncia de uma palavra em determinado
documento.

Evidentemente, eu tendo um conjunto de dados nesse para cada um deles. Essa freqiiéncia
de termos gera um peso que vai se associado a cada um dos termos. Se conta o numero de
ocorréncias do termo dentro do documento para me gerar um valor matematico que a gente
chama de frequiéncia de Deus, ¢ isso vai atribuir o peso a quantidade de ocorréncias desse termo.

Entretanto, existe um problema aqui. O meu calculo final pode ficar desequilibrado, porque
dependendo do contexto que eu estiver trabalhando ha termos que sio figurinhas carimbadas,
que existem aos montes, ¢ isso pode enviesar o resultado final.

Para que isto ndo ocorra, existe o inverso da frequéncia dos termos nos documentos, que é
um outro calculo que se faz. Ele tenta melhorar esse problema de que todos termos se torne
proeminente, porque pode se tornar um problema critico, vou dar um exemplo aqui para vocés.

Imaginem que a gente teve trabalhando com processamento de uma massa documental da
industria automobilistica por exemplo, a gente vai ter muito frequentemente a ocorréncia dos
termos carro, automoével e veiculo, olha se eu ja sei que esses termos vao aparecer a0s montes €
eu ainda sim considerar o peso deles em relagao aos outros, vou criar um viés ali que vai impactar
firmemente no resultado final que eu quero.

A ideia do universo da frequéncia e ndo superdimensionar a ocorréncia dos termos que irdo
ocorrer de qualquer forma, muito frequentemente, entao para esse fim a gente considera também
o numero de documentos no qual eu tenho em uma base, e af a gente tenta atribuir um peso
menor para aqueles documentos que estio mais abrangentemente dispersos, de maneira que eu
sel que aquele termo vai aparecer de qualquer forma, eu nido preciso minerar porque ele é
frequente, entdo a gente atribui um peso menor.

Como o exemplo da industria automobilistica, imagina que eu tenho la esses quatro temos,
essa coluna representa a quantidade de documentos que esses temas aparecem, e a ultima coluna
a frequéncia atribuida a eles.
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Vejam que o mesmo o termo que foi o que menos apareceu ¢ 0 que val ter um peso maiof.
Por que? Pra que isso se equilibre, o TF que ¢ o universo da frequéncia vai equilibrar o TF que é
a frequéncia do termo.

A gente chega entdo no calculo que a gente quer, que é o calculo do Tf, que é o produto das
duas métricas anteriores, entdo vamos considerar que a freqiéncia que o tema aparece em um
documento juntamente com o ingresso da freqiiéncia em que ele aparece no documento.

Nesse calculo aqui ele pretende estabelecer uma relacao entre os termos mais freqientes do
documento tanto quanto a relagdo do documento com o corpus textual como todo.

Ainda assim ¢ preciso que se faca um ultimo ajuste no Tf e I'Tf, porque eu preciso considerar
o padrao de diferentes documentos do mesmo corpus, entao imagine que eu tenho um corpus de
10 documentos, e um dos documentos tem dez paginas, e eu tenho outro documento com 100
mil paginas, fica completamente irreal eu atribuir o mesmo peso a esse documento, ¢ ébvio que o
documento de 100 mil paginas o termo vai aparecer muito mais frequentemente, a chance dele
estourar ali o delta é grande, entdo a aplica equagbes matematicas como aqui mas a gente chega
depois nesse ITf que deve ser normalizado. Af sim esse calculo que a gente vai associar aos
termos dentro do processo de mineragiao de texto. Aquela vetorizagdao vai ser preenchida para
cada termo, geralmente com o calculo da ITf normalizado.

Algumas aplicagoes aqui do Texto Mining. Elas sdo inumeras, tentei pegar o que era mais
significativo aqui, mas isso nao ¢, de maneira alguma, de maneira exaustiva.

Classificagio dos documentos, categorizagao de documentos, sumariza¢ao, similaridade,
reconhecimento de entidades nomeadas convencionados, analise de sentimentos ou como
geragdo de opinides, sistemas de pergunta e resposta, chat box, vou tentar rapidamente
solucionar cada um deles para que a gente tenha uma ideia do que significa cada uma dessas
aplicacdes.

A classificagdo de documentos é aplicada quando eu tenho um corpus documental e eu
quero literalmente revelar quais os documentos dentro de categorias pré estabelecidas, pré
definidos, entdo o sistema de classificagdo vai obter sucesso porém ele consegue associar cada
termo todo documento a sua correta categoria que corresponde.

Aqui 3 categorias criadas, uma categoria policia ou pelo telefone celular por filmes né eu
tenho documentos que remetem a ao iPhone 6, outro liga da justiga, outra a milk shake de
banana, enfim... E a gente roda isso no sistema de classificacao textual e ele automaticamente
agrupa os textos dentro da categoria pertinente, como é que isso ¢ feito?

Atribui-se um peso para cada um dos documento, avalia-se na hora em que vai definir vocé
faz esse ajuste, a gente pode, por exemplo, ter um exemplo imagine que eu livro que possui mais
de 30% do conteido sobre a preparagio de comida, a gente pode definir se passou dessa
categoria, a gente pode dizer o que ele pode se classificar com um livro de culinaria de receitas.

Prioridades e pesos sao atribuidos. O que é importante lembrar que a classifica¢ao é que os
grupos eles sao criados pelos humanos, eles sio pré definidos e af a gente tem também a uma
aplicagao similar que ¢ a clusterizagao.

Na clusterizagdio os grupos siao defendidos automaticamente, o préprio processo de

mineracao textual se encarrega de criar os grupos, entao a gente vai aplicar a clusteriza¢ao sobre
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uma massa documental e vai identificar os clusters existentes ali, a gente vai categorizar. Tem um
processo a mais, a gente poderia dizer que a classificagdo é um processo de machine learning
supervisionado e aqui é um processo de machine learning nao supervisionado.

O objetivo ¢é criar clusters desses documentos que sejam similares, ele procura
automaticamente e atribui subgrupos. Mesmo que a granularidade, que estou chamando aqui de
documento pode variar desde uma pequena frase até cole¢oes inteiras de documentos.

Aqui é uma ilustracio que mostra uma colecao de documentos depois de rodar por
clusterizadores e simplesmente criar clusters como agrupamentos desses documentos.

Quais sdo as vantagens da clusterizagao? Ela retirou do elemento humano a obrigatoriedade
participar desse processo. Muitas vezes vocé pode por curiosidade ou por identificar tendéncias
também, é muito interessante, vocé pode ter uma massa documental e quando faltou conversa
que eu t6 falando também de dados textuais coletados na Web, imagine eu posso estar analisando
posts, ou site de noticias, sites informativos, eu quero identificar a tendéncia, quais sao os topicos
mais discutidos naquele momento?

A gente vai rodar aquele de software de clusterizagdo nesse corpus e vai identificar
automaticamente os clusters que existentes ali. Principalmente quando o corpus textual tem
grande clusteridade, poder dois exemplos aqui na classificacio de noticias de ultima hora. pra ver
como funciona com uma noticia trend topics de hoje, documentos no mercado de agdes que
mudam a cada minuto.

Outra aplicacdo é a sumarizagdo, ou seja, a criagao de resumos automaticos, exatamente isso
que vocés estao pensando, imagine que eu tenho um documento e quero criar automaticamente o
resumo contendo as partes mais significativas do documento. Ele pode ser aplicado tanto
documentos solitariamente quanto em grandes corpos documentais.

A gente consegue definir qual vai ser o tamanho desse resumo, ¢ 10% do total? Claro, é um
processo automatico, o software precisa saber. Entdao eu tenho 1a um documento de 500 paginas,
50 paginas resume? Sera que 50 paginas consegue fazer resumos? Ou 58?2 20 paginas?

Além disso a sumarizagdo pode ser feita por quem escolheu os documentos, eu posso
simplesmente pegar um documento que seja representativo no meu corpus, entao apos ter o
corpus documental ¢ o momento de dizer, olha esse ¢ um exemplo classico ¢ indicativa, ele
contém resumidamente tudo aquilo que o documento representa.

Nao esquecam de que ja foi criado o clusters com o agrupamento de similaridades de
documentos, uma outra proposta é sumarizar pela mescla de documentos. Aqui eu tenho trés
clusters de documentos, vamos pegar o mais significativo de cada um deles e vou criar um novo
clusters aqui com o resumo, vou ter um conjunto de documentos que representam de maneira
resumida a informagao que esta no meu cluster.

Algumas vantagens, a gente pode visualizar a sumarizagao automatica de um texto bastante
extenso desde que para pesquisas cientificas ou uma outra coisa interessante, sumarizagao
automatica independente, fazendo ali um fichamento eu posso fazer algo automatizado.
Multiplos documentos com o mesmo tépico, a gente pode pegar de fato aquele que é mais

significativo, nio ficar repetindo, ou posso organizar automaticamente.
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Outra aplicagio do Text Mining é a similaridade de documentos. Similaridade de
documentos faz uma comparacao e indica o grau de similaridade que o documento possui com
outras. Entio aquele documento 1 e documento 2 eu vou montar a similaridade em cima do
escore aqui.

Entao a similaridade ¢ realizada como uma etapa anterior a clusterizagao, vocé s6 vai
clusterizar documentos similares. O que é mais comum, no entanto, é que isso seja feito como
um chamado de documentos compostos, que sio aqueles documentos que ja vem de varios
clusters, de um ou mais clusters, e a gente pode calcular a similaridade desses dois.

Imagine que vocé tem um corpus documental com 50 mil documentos. Cada documento
com n paginas e eu quero clusterizar isso. A gente precisa de alguma forma rodar um algoritmo
ali dentro para ele aplicar a similaridade par a par, é uma tarefa bastante custosa na computagao, a
clusterizacao é sempre mais pesada processado do que a classificacao.

Como ¢é que a gente calcula essa similaridade? Usando nosso retorno atras, a gente chegou
aqui na parte da data mining, transformou um texto em numeros, com ndmeros eu consigo
calcular a proximidade numérica. Quando transforma o texto em nimero, eu consigo aplicar
processos matematicos naquilo ali. E af faltou o Tf e I'Tf deve ficar com um aqui.

Entao geralmente se calcular trés valores, eu vejo o valor dos documentos, dos dois
documentos mais proximos entre si e o valor dos outros documentos mais distantes entre si, € a
média desses valores. A partir daf a gente calcula o score de similaridade.

Vejam aqui um exemplo. Imagina que eu tenho ali dois vetores compostos, s6 que sao trés
documentos, esse aqui é o unico, e a gente vai computar a singularidade daquilo ali e vai chegar
nesse escores aqui, 0,50 para o mais proximo, 0,45 o mais distante da média, e 0 o restante, a
gente pode dizer de cara de eu tenho um grau médio de 47% de similaridade dos documentos,
por exemplo.

A partir dos valores gerados pela similaridade, simplesmente depois faz uma transferéncia
dos documentos para os clusters, a gente agrupa los por similaridade. O calculo de similaridade
pode se bastar por ele mesmo pode ser usado intermediario da clusterizagao. Existem diversas
métricas de similaridades, citei algumas aqui que calcula a distancia entre dois strings parecidos,
métrica de Manhattan e a distancia do seno e coseno, e a distancia de Levenshtein.

A distancia de Levenshtein ela calcula o nimero minimo de edi¢gdes necessarias em forma de
adog¢oes, remogodes e substituicdes. Entdo a gente observa essas duas strings para saber qual ¢ a
distancia de uma para a outra.

Outro exemplo aqui sao essas palavras, e a distancia de Levenshtein ¢ trés, porque eu preciso
fazer uma substituicdo aqui, depois uma segunda substitui¢ao e finalmente com a inser¢ao de
letras, af eu consigo chegar perto dele.

Entao s6 métricas que sdo utilizadas no calculo da similaridade.

As entidades nomeadas sao analises que se fazem em textos que a gente consegue extrair dai
categorias pré-definidas, como pessoas, organizacoes, locais, como dados monetarios, etc.

Aqui tem um exemplo, imagine que eu rodei essa frase aqui “a Wikipedia corporation é
empresa criadora da Wikipedia”, e a gente traz essas duas entidades, uma organizagio que ¢é a
Wikipedia Corporation e o software que é a Wikipedia. Vejam aquela frase ali, a gente tem quatro
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entidades reconhecidas, entdio Obama como uma pessoa, a GM como uma organizag¢ao, Detroit
como local e Today como uma data.

Entao a gente consegue a partir da extra¢ao das entidades nomeadas, veja que eu ja estou
agregando valor semantico aqui na mineragao, eu estou extraindo informagao de mais alto valor
agregado.

Analise de sentimentos é uma aplicacio também bastante utilizada, principalmente quando a
gente analisa redes sociais. Basicamente ¢ uma extragao subjetiva da informacao, a gente tem duas
formas de aplica-lo, uma forma binaria sim ou nao, gostou ou nao, e uma forma mais elaborada
de identificar.

Obvio que quanto mais especificada é a mineracio que eu faco, mais custoso
computacionalmente sera isso.

Sistemas de perguntas e respostas. Como exemplo o IBM Watson, ¢ uma aplicagao que foi
feita 14 em Sao Paulo, e conversa com as pessoas que visitam a exposi¢ao e ele vai aprendendo
também ai. Entdo existe um sistema de retroalimentacdo, ele vai reorganizar os documentos
baseados em critérios racionais. Muitas vezes pode ser um comentario durante uma resposta,
enfim, é um sistema de aprendizagem supervisionada.

E o Chatbox, que sao aplicacdes de conversa entre duas pessoas, eles sio baseados no teste
de Turing, que foi proposto pelo Alan Turing ainda nos anos 30 para tentar descobrir se uma
pessoa conseguiria identificar quando ¢ uma maquina ou uma outra pessoa que estivesse
conversando com ela normalmente. Hoje é muito utilizado para servico de atendimento ao
cliente, a venda, no Facebook e ele também vai aprendendo conforme as novas respostas.

Etapas da mineracdo. A gente tem uma coleta do corpus textual, tem um pré-processamento
que é chamado também de processamento de linguagem natural, o processamento em si, e
também uma etapa de pos-processamento.

A coleta de corpus textual eu posso trabalhar com documentos que ja sao meus, ou eu posso
acessar datasets que sejam publicos e estejam disponiveis, ou eu posso coletar dados da Web
utilizando uma técnica chamada web scraping, que ¢ ir 1a e baixar os dados do HTML.

Precisamos ver quais sio os documentos relevantes, em que formatos eles se encontram, isso
esta_ em ASC, PDF, RDF, etc. Geralmente se transforma para UTF-8 que é padrio para
mineracao de texto, padrao UNICODE, e af a gente entra na etapa mais importante que setia o
processamento de linguagem natural, que perpassa todas essas etapas aqui.

E uma limpeza textual, uniformizagao de maidscula e minusculas, tokenizagdo textual,
expansoes e contragdes, remog¢ao de simbolos e pontuagdo, remog¢ao dos stopwords, exposicao
da grafia, e lematiza¢do/radicalizagio.

A limpeza textual a gente retira tudo aquilo que nio serve, tudo aquilo que é estranho ao
texto, tokens, anotacOes, depois a gente uniformiza, o software que compara os strings,
geralmente jogam a grafia para o maiusculo.

Remocgio de todos os simbolos de todas as pontuagoes, afinal de contas isso nio agrega

nenhum valor semantico.
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A Tokenizagao textual. Os tokens sao a unidade basica do Text Mining, sao as unidades
minimas e eventualmente serao palavras, mas nem sempre serd uma palavra. Eu posso ter uma
frase ali, depois que a gente faz as primeiras etapas posso chegar nesse conjunto de tokens aqui.

Expande-se as contrag¢Ges, caixa d'agua, copo d'agua, queda na agua, Sao Miguel d’oeste, a
gente faz uma expansao de contragdes, mas isso ja caiu um pouco em desuso NO NOSSO
portugués, mas no portugués de Portugal ele é muito utilizado. Em inglés vocé passa a
descontracao do verbo em expansao.

Remove-se entio as stopwords, que sao palavras sem significados, artigos, pronomes,
advérbios, conjuncdes, etc.

Corrige-se a grafia, para evitar problemas gramaticais. Obviamente vai ter que ter um
dicionario aqui na lingua que esta trabalhando.

E faz-se o processo de lematizagdo e radicalizagdo. A lematizagdo busca a forma canodnica
dos termos, por exemplo o verbo estudar. A lematizacdo ela pode ser substantivada ou
verbalizada.

A radicalizacao simplesmente é ver o que ta igual aqui, pegar a intersecao e definir. Veja que
a radicalizagdo nem sempre vai resultado em um dicionario de dado, a lematizacdo sempre vai
resultar em um dicionario de dado. A radicalizacio ¢ mais adequada para busca sintatica,
enquanto a lematiza¢ao e mais adequada para busca semantica.

Finalmente entao o pés-processamento tem as etapas, geralmente de validagao cruzada, tem
uma série de metas, vocé tem que avaliar o resultado do classificador, do clusterizador, do
sumarizador, ver se aquilo esta adequado, e entdo realimentar o sistema, redefinir as métricas e os
parametros, reavaliar o corpus textual, eu corpus pode nao estar adequado, pode nao ter sido
limpo o suficiente, talvez a lematizagao tivesse sido melhor que a radicalizagdo, a gente precisa
fazer esses ajustes.

Aqui um exemplo rapido da vetorizagdo, eu peguel trés documentos muito pequenos, que
sao conjunto de frases, e fui aplicando aqui, vejam, “ambiente agradavel e tranquilo”, “comida
rastica com qualidade”, e “adoramos o filé a parmegiana”. No documento dois, “o filé
parmegiana da cidade”, “ambiente agradavel” e “qualidade no atendimento”, e documento trés
“o filé a parmegiana com fritas ¢ uma delicia”.

Entao aplicando a analise léxica dos corpus a gente chega nesse tipo de tokens, depois de
todas aqueles processos de limpeza. Depois a gente remove as stopwords, veja que ja reduziu
aqui minha quantidade de tokens. Finalmente a gente faz a radicalizagao e chega-se a esses termos
aqui. No dicionario de termos a gente fica entdo com 13 termos naquele conjunto de
documentos.

Finalmente a gente bota isso em uma matriz e faz uma representagao binaria, cada coluna é
um dos termos e cada linha é o nimero do documento, e eu faco uma representacio binaria para
ver se o termo existe ou nao em determinado documento.

A partir dai, a gente calcula o Tt e ITf para cada um dos termos e dos documentos, e
finalmente o calculo normalizado do Tf e ITf. Agora eu tenho um dataset pronto para que se
rode algoritmos de Machine Learning.

54



Alguns desafios da mineragao de texto: minerar termos em linguas que nao sao inglés, é um
dos grandes desafios hoje principalmente falando em termos de Brasil, a gente tem uma série de
problemas que sdo mais complexas como relagdes semanticas.

E as oportunidades do Text Mining, existe uma mirfade de softwares disponiveis, muitas
APIs, pacotes, bibliotecas de software, codigos na linguagem Python com o uso do R a gente faz
maravilhas porque esta quase tudo pronto, o nosso trabalho basicamente é o trabalho de coleta,
fazer web scraping, isso ¢ uma Ad Hoc que nio esta pronta ainda.

A curva de aprendizagem ela é percorrida muito rapidamente, entao para retomar la do inicio
tanto no cinema quanto na produgdo cientifica e inimeras outras areas elas podem ter aplicacao

na mineracao de texto, obrigado.
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Video da apresentagio

Titulo: Text Mining: o uso de dados ndo-estruturados como insumo para extracao de inteligéncia.

OPORTUNIDADES

* Muitos softwares disponiveis

* Pacotes, “bibliotecas”, APl (Application Programming interfaces)

* Poucas linhas de codigo em Python, Java ou R, por exemplo
* Percorrimento da curva de aprendizagem ¢ bastante ripido

* Cinema, publ cacdo cientific

Disponivel em: http://dadosabertos.info/enhanced publications/idt/video.phprid=32
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Slides da apresentagido

Titulo: Text Mining: o uso de dados ndo-estruturados como insumo para extracao de inteligéncia.
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Disponivel em: http://dadosabertos.info/enhanced publications/idt/presentation.php?id=32
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